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ABSTRACT
Background: A proper assessment for the probability of recurrence in lung cancer is 
mandatory for a clinician to make an effective treatment-decision. Materials and Methods: 
Here, we employed machine learning algorithms to predict the lung cancer recurrence rate 
using the Caribbean and few white ethnicities populations. A 100 metastatic record with 
15 predictor variables and 1 dependent variable was considered for model development. 
These models were evaluated using seven performance metrics, including accuracy and 
F1 score. Results: Our study results show that the decision tree outperformed the other 
models with the highest accuracy and F1 score of about 0.95 and 0.90, respectively. Of 
note, the p-value and correlation matrix show that the most significant features accounting 
for the tumor recurrence are cancer stage, ethnicity, tumor size, genome doubled and 
time to recurrence. Conclusion: Thus, our study provides insights into implementing 
machine learning algorithms to evaluate cancer outcomes in a clinical setting.
Key words: Machine learning, Lung cancer, Recurrence, Statistical analysis, Correlation 
matrix.
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INTRODUCTION
Lung Cancer, with an overall survival rate 
of  5-years at a dismal 20%, is one of  the 
leading causes of  cancer-associated deaths 
worldwide.1,2 Non-Small Cell Lung Cancer 
(NSCLC) is the most common type of  lung 
cancer, accounting for 85% of  all cases.3 
About 30-55% of  people who suffer from 
NSCLC encounter an eventual increase 
in recurrence with the rise in stages of  
cancer (Stage 0 to Stage 4).4 Recurrence 
can be defined as the return of  cancer after  
3 months of  remission. It may occur due 
to the spread of  original tumor cells that 
remained after the initial treatment. Local 
failure of  certain treatment methods 
due to the histologic type can also lead 
to recurrence. Upon stereotactic body 
radiation therapy, a popular treatment 
method for NSCLC in the early stages with 
local tumor control rates of  more than 90% 
has the greatest risk of  local failure leading 
to recurrence.5 Despite employing highly 
effective treatment methodologies such as 
the gold standard complete surgical resection 

on stage I adenocarcinoma, 18-32% of  the 
patients had a recurrence and died within 
5 years of  the resection treatment.6 The 
high possibility of  recurrence even when 
the cancer is detected at an early stage 
necessitates the development of  accurate 
predictive tools. Earlier, traditional data 
analysis in a clinical setting involved manual 
data accessing, processing, analysis and 
distribution for diagnosis or risk prediction.7 
Effective management of  meaningful 
inferences is one of  the challenges in 
conventional methods of  data handling. 
Moreover, classical regression analysis was 
generally used which does not account 
for non-linear relationships between the 
variables and the expected outcomes.8

Recently, machine learning (ML) algorithms 
can be applied to large clinical datasets to 
gain extensive insight into the correlation 
between the different features and risk 
factors that influence disease progression 
and recurrence. As a result, the most crucial 
variables to the possibility of  recurrence can 
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be identified. These variables can be used to set up an 
accurate predictive classifier to identify the individuals 
most at risk of  recurrence and who require better post-
operative care as well as optimized adjuvant therapies. 
Ultimately, it reduces healthcare costs and burdens 
with early intervention.9 Notably, machine learning 
can improve the accuracy by up to 25% of  predicting 
the recurrence in cancer patients than the traditional 
data analysis strategy.10 Hence, advanced technological 
methods such as machine learning provide an effective 
alternative method of  systemic analysis of  clinical 
data for important inferences, including possible 
treatment administration, prediction of  risk factors, and 
recurrence.11 In specific, machine learning can make 
predictions through the provided clinical factors by 
developing pattern-recognition criteria. Importantly, in 
recent years, ML studies were successfully implemented 
with diverse datasets to assess multiple treatments and 
post-treatment related procedures. For instance, ML has 
been used to predict breast cancer survivability using 
various algorithms with the aid of  a dataset containing 
8942 patient records distributed over 24 variables.12 
Although recurrence prediction ML models were 
reported in the recent literature, studies in the Caribbean 
and few white ethnicities populations are limited. 
Thus, our present study predicts the recurrence in the 
Caribbean and a few white ethnicities using different 
machine learning strategies. We hope analyzing the data 
with more significant ethnic variability may aid in gaining 
better insight into the relationship between ethnicity and 
recurrence.

MATERIALS AND METHODS
Dataset collection

A lung adenocarcinoma dataset of  100 patients was 
retrieved from the public database, BioStudies with 
accession number S-EPMC6196259. The dataset 
contains 12 categorical variables and 4 continuous 
variables. The dataset includes information on gender, 
age, smoking status, and ethnicity of  the patients. It also 
included details of  cancer status such as stage, genomic 
doubling status, vascular and pleural invasion levels. In 
addition, the details of  treatment administered were 
highlighted on resection margins and adjuvant therapies 
administered. In essence, the dataset also records the 
recurrence status of  patients and the duration it took to 
manifest post-treatment.
Moreover, this study is a secondary analysis of  work 
submitted in the BioStudies repository. Hence only the 
following inclusion and exclusion criteria were considered 
during the selection of  metadata. The inclusion criteria 

include: (i) Pathological confirmation of  lung cancer, 
(ii) Cancer staging data, (iii) Received tumor resection 
using surgical approach, and (iv) Recurrence time. On 
the other hand, the exclusion criteria include: (i) Benign 
tumor and (ii) Tumor stage IV. Moreover, the selection 
criteria were cross-verified based on the recent articles 
published on cancer recurrence prediction.13-15

Dataset preprocessing

Indeed, data quality is the crucial factor which is directly 
correlated with the performance and accuracy of  the 
models. This shows that preprocessing data is most 
important before model development.16 In the present 
study, the dataset was cleaned appropriately to handle 
the 14 missing values that were found in the column 
“pack years”. The missing values were filled with the 
mean value of  each category of  a variable.

Machine Learning Model Generation

The 100 patient samples were divided randomly into 
a training group and a test group in the ratio of  7:3 
respectively for model development. The binary feature 
recurrence was used as the target variable during our 
analysis. Four ML algorithms were then applied: logistic 
regression, decision tree, random forest, and support 
vector machine (SVM). The goal of  these models is to 
afford an accurate earlier prediction of  recurrence in 
lung cancer patients to provide effective treatment.

Logistic Regression

Logistic regression (LR) is the most commonly used 
model for binary classification in epidemiology and 
medicine. Here, logistic regression is used to study the 
effect of  multiple predictive features on binary categorical 
outcomes (recurrence/non-recurrence). This algorithm 
provides class probabilities describing the target variable 
‘Y’ based on a linear combination of  the input variable 
predictors assigned as ‘X’.17 The algorithm utilizes the 
given below equation for the model development. 

	 = β + ΣβLogit (p) 0 iXi � (1)

Where p represents the probability of  binary outcomes.18 
The default parameters were used for logistic regression 
model generation. In this study, we have employed 
Logistic Regression sub-package of  sklearn for 
performing this algorithm.

Decision Tree

Decision Tree (DT) algorithm has a tree-like structured 
scheme of  classification. The most important feature is 
represented at the top root node in the resultant tree and 
are divided based on the features of  the provided data. 
Each terminal node and leaf  in the decision tree represent 
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receiver operating characteristic (ROC) curve was also 
analyzed for the developed models. Another important 
tool for performance evaluation of  the classifiers for 
their ability to classify objects is confusion matrices. 
They examine the consistency between the predicted 
and actual classification of  the models.23 In addition, the 
precision, recall, specificity and sensitivity of  the models 
were deduced from the developed confusion matrix 
using the given below formulae:

	 =
+

TP
Precision

TP FP
� (4)

	 =
+
TP

Recall
TP FN

� (5)

	 =
+

TN
Specificity

TN FP
� (6)

	 =
+
TP

Sensitivity
TP FN

� (7)

K-Fold Cross Validation

In general, cross validation is used to validate the 
performance of  the developed models with an aim of  
obtaining unbiased outcome. In the current analysis, the 
models were validated using 5-fold and 10-fold cross 
validation strategy by splitting the dataset in the ratio of  
4:1 and 8:2 randomly. Then the average of  accuracy and 
F1-score were calculated to identify the best classifier. 
The analysis was performed using k-fold and cross_val_
score subpackages of  sklearn.model_selection package 
in python.24 

Statistical Analysis

The patient dataset was then processed using statistical 
analysis to gain a clear understanding of  the features. The 
p-value was calculated using a student’s t-test to deduce 
significant differences between patients with and without 
cancer recurrence. In this study, the feature with a p-value 
less than 0.001 is considered statistically significant. 
Further, the continuous variables were analyzed in terms 
of  their mean and standard deviation. On the other 
hand, categorical variables were summarized by their 
counts and percentages with respect to the recurrence 
in the patient.23 Here, we have implemented statsmodel. 
api package of  python to perform statistical analysis 
of  the obtained dataset. In addition, correlation matrix 
was constructed to establish a relationship within the 
selected variables and the target.

the analysis’s input features and outcome, respectively. 
The clear architecture of  a decision tree and its ability 
to handle different types of  data make it an easy and 
accurate classification method.19 In general, Gini index 
scoring system was used to measure the distribution of  
the data based on the given below equation:

	
=

= −∑ n 2
kk 1

Gini index 1 P � (2)

Where P represents ratio of  observation in each class.20 
Here, we have implemented Decision Tree Classifier 
sub-package of  sklearn to construct our decision 
tree. To prevent overfitting, the algorithm was further 
optimized using tuning parameters: max_depth=10, 
min_samples_split=3.

Random Forest

Random Forest (RF) has its algorithmic basis same 
as in the decision tree. It is a classifier consisting of  
combination of  multiple basic algorithms in which 
each can be analyzed through a decision tree basis. The 
random forest algorithm combines all the individual 
decision trees and produces an optimized mean result. 
Moreover, it can be applied with ease to both categorical 
and continuous variables.21 Rf was performed using 
RandomForestClassifier of  sklearn package. In addition, 
tuning parameters n_estimators=1000, min_samples_
leaf=2 was used to optimize the model results.

Support Vector Machine

Support Vector Machine (SVM) is a relative learning 
method that maps the vector entered in a higher 
dimensional feature space and then identifies the 
hyperplane that provides a separation of  the points of  
data into two classes. The greater this distance, the lower 
is the expected generalization error. Thus, the classifier 
can efficiently classify new samples. SVM is especially 
useful in working with a large number of  features as 
it only includes features that lie on the boundaries of  
the hyperplane.22 Hence, SVM model with linear kernel 
was employed to divide the input space using the given 
below formulae:

		  + =T
iW X b 0 � (3)

Here, the bias is denoted as b and the hyperplane is 
represented as W. In the current investigation, we 
employed svm sub-package from sklearn to stratify the 
dataset into recurrence/non-recurrence of  cancer cells 
in lung cancer patients.

Model assessment

The performance of  each model was evaluated in terms 
of  the accuracy, precision, recall and F1 scores. In addition, 
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RESULTS AND DISCUSSION
Data characteristic analysis

Data characterization analysis portrays the overall 
distribution of  features and its association with 
recurrence in lung cancer patients. Table 1 depicts 
the significance difference between the categories of  
each feature in the dataset. The dataset of  100 entries 
belonging to lung cancer patients were considered for 
model generation and validation. The dataset contained 
both male and female patients in the ratio of  6:4 
respectively. The range of  age of  patients considered 
in this study was between 48 and 85, and the mean age 
of  patient cohort was found to be 68 years. Among 
the dataset, 74 patient cohorts experienced recurrence 
whereas 26 patients did not have any relapse. Overall, 
the tumor size of  the patients ranges from 10 mm to 
110 mm respectively. Interestingly, it is to be noted that 
patients with tumor size less than 31.97 ± 16.49 mm did 
find to have relapse of  cancer cells. On the other hand, 
patients with tumor size greater than 52.38 ± 26.57 mm 
were found to experience relapse of  cancer. Moreover, 
93% of  the patient population was distributed among 
invasive adenocarcinoma and squamous cell carcinoma 
histology. On the other hand, the remaining 7% of  the 
population was distributed among carcinosarcoma, 
adenosquamous carcinoma and large cell carcinoma. 
Moreover, the packyears in the dataset ranged between 
0.05 and 118. In addition, the dataset contained records 
of  12 never smokers, 7 current smokers, 48 ex-smokers 
and 33 recent ex-smokers, respectively. Only 20% of  
the patient population in study had obtained adjuvant 
treatment. It is to be noted that all the patients who had 
undertaken adjuvant therapy had survived in the dataset.

Performance Evaluation

Totally 15 predictor variables and 1 target variable were 
considered for model generation and validation. The 
performance metrics such as accuracy, ROC curve and 
area under the curve (AUC) were used to evaluate the 
classifiers. Accuracy is a reliable evaluation parameter for 
the ML models as an equalized sample number of  each 
feature is required to determine the model accuracy.25 In 
our study, the decision tree algorithm had the greatest 
accuracy of  0.95 while the other three algorithms had 
significantly lower accuracies in the range of  0.7. This 
indicates that the decision tree model as the successful 
model in stratifying the prediction into relapse or non-
relapse during our analysis. On the other hand, the 
ROC and AUC curve are used to study the ratio of  true 
positive rate to that of  false positive rate. It is evident 
from the Table 2 that all the four models had an AUC 
value of  greater than 0.8. In specific, the AUC of  random 

forest was the highest in the training set (0.96) as well as 
the test set (0.96). It is worth mentioning that decision 
tree also demonstrated comparatively equivalent result 
in AUC to that of  random forest. It is evident from  
Figure 1 that higher AUC of  random forest and decision 
tree model indicates the significance of  a good classifier 
with low false-positive rates and a greater proportion of  
true positive rates than the other models studied. 

Model Evaluation using other parameters

Confusion matrix is used to evaluate the quality 
and performance of  developed models. Figure 2 
demonstrates the confusion matrix of  each algorithm. 
The other performance metrics including F1 score, 
precision, recall, sensitivity and specificity were 
evaluated using the developed confusion matrix during 
our analysis. In our study, the precision of  the models 
ranges from 0.4 and 1.0. The lowest precision belonged 
to logistic regression and the remaining models were 
found to have equivalent precision value above 0.9. 
Nevertheless, the recall values were moderate and 
varies between 0.17 and 0.9 for the test sets with the 
lowest value and the highest were achieved by random 
forest and decision tree respectively. In general, F1 
score is the harmonic mean of  precision and recall 
which are important evaluators of  a ML model and 
can be used to evaluate the predictive ability of  the 
models.26 Importantly, the decision tree algorithm had 
the highest F1 score of  0.9 indicating that the model 
has high precision and recall than the other models. 
On the other hand, the F1 score of  the other models 
were 0.5 or lower indicating that they had low values of  
either precision, recall or both. In terms of  specificity, 
all the models were found to be above 0.95 whereas the 
specificity raged between 0.16 and 0.75 with the lowest 
and highest belonging to random forest and decision 
tree respectively. Hence, analysis of  each classifier’s 
confusion matrix displayed an agreeable relationship 
between a classifier’s actual inputted values and the 
predicted values. Figure 3 represents the nodes and 
leaves of  the best classifier decision tree.

Validation of generated model

In order to validate the outcome and performance of  the 
developed models, 5-fold and 10-fold cross validation 
strategy was implemented in the current investigation. 
As accuracy serves as a significant parameter, it was 
used to compare the model’s performance. In addition, 
F1 score was also calculated as it serves a benchmarking 
metric by combining precision and recall during 
evaluation. It is interesting to note from Table 3 that 
the chronological order of  performance of  the model 
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Table 1: Baseline characteristics of Caribbean and few white ethnicities dataset.
Recurrence No Yes P-value

N 74 26
Stage <0.001

1a 23(31.10%) 3(11.54%)
1b 32(43.24%) 4(15.38%)
2a 8(10.81%) 5(19.23%)
2b 5(6.75%) 6(23.08%)
3a 6(8.10%) 7(26.92%)
3b 0(0%) 1(3.85%)

Age 68.55 +- 7.77* 67.92+- 11.58* 0.769
Gender 0.683

Male 45(60.81%) 17(65.38%)
Female 29(39.19%) 9(34.62%)

Ethnicity 0.024
Caribbean 2(2.70%) 1(3.85%)

White-British 68(91.89%) 21(80.77%)
White-Irish 4(5.41%) 0(0%)

White-Other 0(0%) 4(15.38%)
Histology 0.921

Adenosquamous carcinoma 1(1.35%) 2(7.69%)
Carcinosarcoma 0(0%) 2(7.69%)

Invasive adenocarcinoma 49(66.22%) 12(46.15%)
Large cell carcinoma 1(1.35%) 0(0%)

Large Cell Neuroendocrine 0(0%) 1(3.85%)
Squamous cell carcinoma 23(31.08%) 9(34.62%)

Tumor Size 31.97 +- 16.49* 52.38+-26.57* <0.001
Resection margins 0.076

R0 72(97.30%) 23(88.46%)
R1 2(2.70%) 3(11.54%)

Vascular invasion 0.447
No 42(56.76%) 17(65.38%)
Yes 32(43.24%) 9(34.61%)

Pleural invasion 0.992
No 54(72.97%) 19(73.08%)
Yes 20(27.03%) 7(26.92%)

Adjuvant therapy 0.718
No adjuvant treatment 54(72.97%) 18(69.23%)

Adjuvant 20(27.03%) 8(30.77%)
ECOG 0.907

0 38(51.35%) 13(50%)
1 36(48.65%) 13(50%)

Smoking status 0.319
Never Smoked 9(12.16%) 3(11.54%)
Current Smoker 2(2.70%) 5(19.23%)

Recent Ex-Smoker 26(35.14%) 7(26.92%)
Ex-Smoker 37(50%) 11(42.31%)
Pack years 37.93+-29.19* 34.45+-24.06* 0.586

Genome doubled 0.489
Not GD 18(24.32%) 6(23.08%)

Clonal GD 55(74.32%) 18(69.23%)
Subclonal GD 1(1.35%) 2(7.69%)

Time to recurrence or death (months) 19.18+-6.58* 10.35+-6.54* <0.001

* - Mean ± Standard deviation for continuous variable; P-value – Probability value (<0.001 are significant)
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Table 2: Forecast Results of the developed machine learning models.
Algorithms Accuracy Precision Recall Sensitivity Specificity F1_score AUC

Logistic Regression 0.77 0.4 0.67 0.33 0.96 0.5 0.73

Decision Tree 0.95 0.9 0.9 0.75 0.95 0.9 0.93

Random forest 0.71 1.0 0.17 0.16 1.0 0.29 0.96

Support vector machine 0.74 1.0 0.25 0.25 1.0 0.4 0.83

Figure 1: ROC curve of training set and test set of (a) Logistic 
regression (b) Decision tress (c) Random Forest and  

(d) Support vector models generated using all the features of 
the dataset.

Figure 2: Confusion Matrix for a) Logistic Regression  
b) Decision Tree c) Random Forest and  

d) Support Vector Machine.

Figure 3: Decision Tree with important nodes and leaves.

during cross validation is similar to that of  the test 
phase. For instance, on comparing the models based 
on accuracy, decision tree outperforms all other models 
followed by logistic regression, support vector machine 
and random forest. It is worth mentioning that decision 
tree outperformed the other models during 5-fold and 
10-fold cross validation with highest accuracy of  0.91 
and 0.96 respectively. Thus, our cross-validation results 
demonstrate the ability of  models to predict lung cancer 
recurrence in patients.

In addition, harness of  the models was evaluated and the 
results are represented in Figure 4. This process involves 
resampling method for splitting the dataset, machine 
learning method to evaluate and the performance 
metric.27 In the present study, the process resulted 
the following accuracy (standard deviation): logistic 
regression – 0.78 (0.107), decision tree – 0.83 (0.09), 
support vector machine – 0.79 (0.144) and random 
forest – 0.78 (0.14) respectively. It is interesting to note 
from the results that the decision tree outperformed 
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among all the other models with highest accuracy and 
minimal standard deviation.

Statistical analysis to predict significant features

From the correlation matrix, Figure 5, it can be noted 
that Stage, Ethnicity, Tumor Size and Resection Margins 
had a positive correlation to recurrence. Adjuvant 
therapy, Genome Doubled and ECOG are seen to have 
a weak positive correlation with recurrence. While, Age, 
Gender, Vascular invasion, Smoking status, Pack years 
and the time to recurrence (months) had a negative 
correlation to Recurrence instances. Pleural Invasion 
and Histology are shown to have a weak negative 
correlation with recurrence calculated in our analysis. 
By considering the features with positive correlation in 
the correlation matrix as well as p-values, five features 
can be concluded as being important and influential for 
the evaluation of  recurrence namely, Stage, Ethnicity, 
Tumor Size, Resection Margins and Genome Doubled. 
Considering the experience of  recurrence as the key 
factor in the field of  biomedical, a classifier with higher 
sensitivity and accuracy is preferred. So, a successful 
classifier must be capable of  forecasting a potentially 

future metastatic patient using the independent 
variables. Several studies have analyzed the reliability of  
different classifiers to estimate the outcome of  interest. 
For instance, Alabi et al. performed a study to predict 
recurrence in oral tongue cancer patients using different 
supervised machine learning algorithms. They compared 
the performance of  four different algorithms, including 
support vector machine, naïve bayes, boosted decision 
tree, and decision forest, to predict the relapse in oral 
cancer patients.28 Our finding showed that decision tree 
outperformed than other machine learning models in 
predicting the metastasis of  the lung cancer patients in 
our investigation.

CONCLUSION
The present investigation focuses on assessing the 
performance of  four machine learning techniques in 
predicting relapse in patients with lung cancer. Our 
finding achieved highest accuracy of  95% using decision 
tree classifier in stratifying the recurrence status of  lung 
cancer patients belonging to Caribbean and few white 
ethnicities. Moreover, cancer stage, ethnicity, tumor 
size, genome doubled and time to recurrence are the 
statistically significant features identified during analysis. 
Importantly, it is to be noted that the time and cost for 
collecting the patient’s data is comparatively higher. 
Thus, the key features proposed in our analysis certainly 
helpful not only to manage cost, time, and resource 
but also, assist the clinicians in terms of  decision 
management.
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Table 3: Cross validation analysis of the developed 
machine learning models.

Algorithms 5-Fold Cross 
Validation

10-Fold Cross 
Validation

Accuracy F1_score Accuracy F1_score
Logistic 

Regression
0.79 0.54 0.84 0.62

Decision Tree 0.91 0.88 0.96 0.90

Random forest 0.65 0.37 0.79 0.54

Support vector 
machine

0.78 0.45 0.81 0.62

Figure 5: Correlation analysis of factors influencing  
recurrence.

Figure 4: Analysis of test harness of all the machine  
learning models.
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PICTORIAL ABSTRACT SUMMARY

Recently, ML has increasingly begun to take root in the 
oncology world to build models for forecasting cancer 
progression and survivability. This study explored the 
use of four ML classifiers to predict the recurrence 
in lung cancer patients. Among them, decision tree 
classifier was accurate in stratifying the recurrence 
status of the patients. Importantly, as the time taken 
and cost for collecting the patient’s data is high, 
the features used in our analysis is certainly helpful 
not only to manage cost, time and resource but also 
assist the clinicians in terms of decision management. 
Overall, we conclude that the predictive models, based 
on the combination of scientific evidence and personal 
experience, may support but will not substitute the 
physician’s recommendations.


